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Abstract
Bringing intelligence inside battery-powered tiny sensors that populate the
extreme-edge of the network is extremely challenging because of the severe
computation, memory and power constraints of the system and its
processing units. In the first part of the talk reviews the main quantization and
hardware-software innovations that we adopted to port audio and visual deep
inference tasks on low-power RISC-V microcontrollers . Then, It will challenge
the widespread train-once-deploy-everywhere paradigm by describing our
effort to bring customization capabilities on-device.
By taking an audio classification problem as a case-study, the talk will show
our recent results to learn the deep learning sensor functions on our
microcontroller -powered systems using data collected in the field to
eventually gain a personalized smart audio sensor.
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